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All communications involves three basic steps: 
 
 

Encoding a message at its source 

Transmitting that message through a communication medium 

Decoding the message at its destination 
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Distributed storage systems 

 

Distributed storage provides a solution to the increased demand for long term data storage. In 
a distributed storage system (DSS), data is divided into small chunks and stored among 
different disks or nodes. When the user wants to retrieve the stored data, various blocks from 
individual nodes are accessed and the required data is reconstructed.  
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Reconstruction in DSS: When the user wants 
to retrieve the stored data, various blocks from 
individual nodes are accessed and the required 
data is reconstructed. 
  

Regeneration in DSS: In order to ensure data 
availability, the data stored in failed nodes have 
to be reconstructed by accessing data from live 
nodes. 
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Replication and erasure coding: 

 

Replication: The simplest form of redundancy. 

 

erasure coding: introduce redundancy in an optimal way. 

In a DSS ensuring reliability requires the introduction of redundancy.  



Why regenerating codes? 
Dimakis introduced a tradeoff between storage and repair bandwidth and show that codes exist that 
achieve every point on this optimal tradeoff curve. 

Dimakis, Alexandros G., et al. "Network coding for distributed storage systems." IEEE transactions on 
information theory 56.9 (2010): 4539-4551. 

Regenerating code: (n,k,d,𝛼,𝛾) 

n: fils’s size 

k: the number of reconstruction sets 

d: the number of regeneration sets 

𝛼: capacity of each storage node 

𝛾: repair bandwidth 
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Analysis of regenaring codes:  
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At any given time, each vertex in the graph is either active or 
inactive, depending on whether it is available in the network. 

 At the initial time, only the source node S is active 

 At the next time step, the initially chosen storage nodes 
become now active 

 Data collectors connect to subsets of active nodes through 
edges with infinite capacity 



 
Regenerating codes 

 Illustration of the information flow graph G corresponding to the (4,2) regenerating code 
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The min-cut separating the source and the data collector must be larger than M = 2Mb for reconstruction to 

be possible. For this graph, the min-cut value is given by 1 + 2𝛽, implying that   0.5Mb is sufficient and 

necessary. 
 



Storage-Bandwidth Tradeoff: 

For each set of parameters (n, k, d, α, γ), there is a family of information flow 
graphs, each of which corresponds to a particular evolution of node 
failures/repairs.  

 

An (n, k, d, α, γ) tuple will be feasible, if a code with storage α and repair 
bandwidth γ exists.  
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Generalized regenerating code: 
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Generalized regenerating codes 
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Intruder Model: 

  Passive Eavesdropper: 

 

Active Omniscient Adversary:   

 

Active Limited-Knowledge Adversary: 
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Generalized regenerating codes 
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